
S
f

Y
a

b

c

d

a

A
R
R
A

K
F
N
O
P
S

1

i
b
o
t
a
t
p
o
t
t
a
d
s

C

T
f

1
d

Chemical Engineering Journal 157 (2010) 558–567

Contents lists available at ScienceDirect

Chemical Engineering Journal

journa l homepage: www.e lsev ier .com/ locate /ce j

tudies on the dynamics of a continuous bioprocess with impulsive state
eedback control�

uan Tiana,b,∗, Kaibiao Sunc, Lansun Chena, Andrzej Kasperskid

School of Mathematical Science, Dalian University of Technology, Dalian 116024, People’s Republic of China
School of Information Engineering, Dalian University, Dalian 116622, People’s Republic of China
School of Electronic and Information Engineering, Dalian University of Technology, Dalian 116024, People’s Republic of China
Faculty of Mathematics, Computer Science and Econometrics, Bioinformatics Factory, University of Zielona Gora, Szafrana 4a, 65-516 Zielona Gora, Poland

r t i c l e i n f o

rticle history:
eceived 18 October 2009
eceived in revised form 4 January 2010
ccepted 4 January 2010

eywords:
eedback control

a b s t r a c t

The oxygen demand in a bioreactor should be lower than the dissolved oxygen content. Biomass con-
centration is one of the most important factors which affect oxygen demand. Moreover, control of the
medium substrate concentration is a result of the substrate inhibition phenomenon. Based on the design
ideas of a continuous bioprocess which can regulate the biomass concentration, a mathematical model
with the extended Monod growth kinetics and impulsive state feedback control is proposed in this paper.
Through an analysis of the dynamic properties and a numerical simulation of the continuous bioprocess
onlinear biomass yield
ptimization
eriodic solution
tate impulsive

with impulsive state feedback control, the conditions are obtained for the existence and stability of the
system’s positive period-1 solution. It is also pointed out that the positive period-2 solution is non-
existent. The results simplify the choosing of suitable operating conditions for continuous bioprocess.
It also presents the complete expression of the positive period-1 solution period, which provides the
precise feeding time frame for a regularly continuous bioprocess to achieve an equivalent stable output
as that of an impulsive bioprocess in the same production environment. The article also presents and

iopro
discusses aspects of the b

. Introduction

Microorganisms play an important role in nature and their activ-
ties have numerous industrial applications [1,2]. For that reason
ioreactor engineering is an active research area of the cultivation
f microorganisms [3]. In microbial as well as chemical processes,
hree different modes of operation, i.e., batch [4], fed-batch [5]
nd continuous [6] are applied. There are a lot of factors affecting
he growth and reproduction of the microorganisms in the bio-
rocesses. For example, for some aerobic microbes, the dissolved
xygen concentration (DOC) in the bioreactor medium is a key fac-
or in microbial growth. The performed bioprocesses demonstrate

hat it is possible to prevent decrease of the bioprocess DOC below
low level, by dosing the substrate in portions [7]. Moreover, by
osing the substrate in portions it is possible to maintain the dis-
olved oxygen concentration in an appropriate range, enabling easy
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cess optimization.
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monitoring of DOC changes, and reception of high biomass yield
[7]. The DOC monitoring is necessary because the low level of DOC
decreases the biomass yield and decreases the specific growth rate
[8]. Additionally, during the growth of the microorganisms and
increase of the biomass concentration, negative effects occur (e.g.
the inhibition effect) when the biomass concentration reaches a
critical level. Thereby in continuous bioprocesses it is necessary to
keep the biomass concentration lower than the critical level and to
prevent a significant decrease of DOC by e.g. dosing the substrate
in portions.

Many biological phenomena involve thresholds, bursting
rhythm models in e.g. medicine, biology, pharmacokinetics and
frequency modulated systems, that exhibit impulsive effects. Thus
impulsive differential equations appear as a natural description of
observed evolution phenomena resulting from several real world
problems [9]. Many papers have introduced impulsive differential
equations in population dynamics and have obtained interesting
results [10–13]. Research on the chemostat model with impul-
sive perturbations was undertaken by Sun and Chen [14]. Tang

and Chen introduced a Lotka-Voterra model with state-dependent
impulsion and analyzed the existence and stability of the posi-
tive period-1 solution [15]. Jiang et al. and Smith have studied the
state-dependent models with impulsive state control, where the
model has a first integral, and obtained the complete expression

http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:tianyuan@dlu.edu.cn
mailto:tianyuan1981@163.com
dx.doi.org/10.1016/j.cej.2010.01.002
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periodic solution of system (3), we should consider the qualitative
Fig. 1. Schematic diagram of the analyzed process.

f the periodic solution period [16,17]. Jiang et al. [18], Zeng
t al. [19] and Guo and Chen [20,21] have also discussed some
odels which have no explicit solution, by applying the Poincare

rinciple and Poincare-Bendixson of the impulsive differential
quation.

In this paper, we consider a microorganism continuous culture
ystem. The sketch map of the apparatus can be seen in Fig. 1. The
pparatus includes an optical sensing device which continuously
onitors the biomass concentration in the bioreactor medium and

wo switches controlled by a computer. When the biomass concen-
ration is lower than the set level, the switches are closed. In this
ase the biomass increases by consuming the substrate. Once the
iomass concentration reaches the set level, the two switches are
pened, part of the medium containing biomass and substrate is
ischarged from the bioreactor, and the other part of the medium
f the given substrate concentration is input. The rest of this paper
s organized as follows. In Section 2 we introduce a continuous
ulture model with sigmoid biomass yield and impulsive state
eedback control. In Section 3, we obtain the conditions for the exis-
ence of positive period-1 solution by using the analytical method.

e also present the complete expression of the period-1 solu-
ion period. In addition, we show the non-existence of a positive
eriod-2 solution. Following in Section 4, we analyze the stability
f the positive period-1 solutions by analogue of the Poincare cri-
erion. In Section 5, we provide numerical simulations to verify the
heoretical results, such as the existence of period-1 solution and
iscuss the biochemical essence. Moreover, in Section 5 the biopro-
ess optimization is presented. Finally in Section 6 we present the
onclusions.

. Model formulation and preliminaries

In this research, an extended Monod kinetics model considering
he existence of a critical inhibitor concentration above which cells
annot grow is assumed [22–24]. If the substrate is the inhibitor,
he kinetics can be modelled as

(S) = �mS

KS + S

(
1 − S

Smax

)
hich holds for all 0 ≤ S ≤ Smax, where �m is the coefficient of the

rowth rate, Smax is the critical inhibitor concentration. If the sub-
trate inhibition does not occur, the Monod’s model is obtained
ith �m = �max.√
Denote S∗ = K2
S + KSSmax. Since

′(S) = − �m

Smax

S2 + 2KSS − KSSmax

(KS + S)2
,
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then �′(S) > 0 for 0 < S < S∗ and �′(S) < 0 for S > S∗. There-
fore, �(S) achieves its maximum �max = �(S∗) = �mS∗(Smax −
S∗)/(KSSmax + S∗Smax) at S = S∗.

On the other hand, Crooke et al. showed that the biomass yield
expression plays an important role for the generation of oscillatory
behavior in continuous bioprocess models [25]. So we assume that
the biomass yield can be approximated by sufficiently flexible to fit
reality the sigmoid function, i.e.,

YX/S = 1
a + e−bS

, (1)

where a = 1/YX/Smax , b is the coefficient of the biomass yield, which
determines of the sigmoid function slope. For the selected known
point (S, YX/S), it can be calculated as: b = − ln(Y−1

X/S
− Y−1

X/Smax
)/S.

Then the following mathematical model works for a single species
growing in a continuously stirred homogeneous bioreactor where
the substrate and microorganisms are added before cultivation is
started [26]:⎧⎪⎪⎨
⎪⎪⎩

dX

dt
= �mS

KS + S

(
1 − S

Smax

)
X

dS

dt
= −(a + e−bS)

�mS

KS + S

(
1 − S

Smax

)
X

X(0+) = X0, S(0+) = S0

(2)

where X = X(t) and S = S(t) denote the biomass concentration and
the substrate concentration in the bioreactor medium at time t;
X0 and S0 denote the initial biomass concentration and substrate
concentration in the bioreactor medium; a > 1, b > 0 are the coef-
ficients of the sigmoid biomass yield. In particular, when substrate
concentration (S) is high, YX/S = 1/a = YX/Smax , and the biomass
yield is constant.

According to the design ideas of the bioreactor, the biomass
concentration should be controlled to a certain level. When the
biomass concentration X(t) in the bioreactor reaches the set level
X1 (where 0 < X1 ≤ Xcritical and Xcritical is the critical level of biomass
concentration in the bioreactor medium), then part of the medium
containing biomass and substrate is discharged from the bioreactor,
and the next portion of medium of a given substrate concentra-
tion is input impulsively. Therefore, system (2) can be modified as
follows by introducing the impulsive state feedback control:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

dX

dt
= �mS

KS + S

(
1 − S

Smax

)
X

dS

dt
= −(a + e−bS)

�mS

KS + S

(
1 − S

Smax

)
X

⎫⎪⎬
⎪⎭ X < X1

�X = −Wf X
�S = Wf (SF − S)

}
X = X1

X(0+) = X0, S(0+) = S0

(3)

where SF is the concentration of the feed substrate which is input
impulsively, 0 < Wf < 1 is the part of biomass which is removed
from the bioreactor in each biomass oscillation cycle.

In the following, we mainly discuss the existence and stability
of periodic solution of system (3).

3. The existence of positive periodic solution of system (3)

In this section, we will discuss the existence of periodic solu-
tion of system (3) by the analytic method. Before discussing the
characteristics of system (2). By (2) we have

dX

dS
= − 1

a + e−bS
. (4)
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ig. 2. Illustration of vector graph of system (2) when YX/Smax = 0.5[g/g] (i.e., a = 2),
= 1, �m = 0.3[1/h], KS = 2[g/l] and Smax = 100[g/l].

ence we have

(X0, S0, S) = ln(aebS0 + 1) − ln(aebS + 1)
ab

+ X0. (5)

he vector graph of system (2) can be seen in Fig. 2.
From Fig. 2 we know that in the bioprocess the substrate

oncentration S is decreasing and the biomass concentration X
s increasing. If we do not adopt efficient control strategy, the

icroorganisms will finally consume the substrate and cause the
hole bioprocess terminated. In order to not interrupt the culturing
rocess and gain a stable output of the microorganism X, we need
o discharge part of the bioreactor medium containing biomass and
ubstrate, and add the medium of a given substrate concentration
o the bioreactor when the biomass concentration reaches the set
evel X1.

Before presenting the main results, we introduce the follow-
ng notations which will be used throughout the content. Let � =
bWf X1, B = e� and C = aX1/�. Then we define �i, i = 1, 2, 3 as fol-
ows:

�1(X1) = C ln
(

(a + 1)B − 1
a

)
,

�2(X1) = C ln

(
B

1 − Wf

)
,

�3(X1) = C ln

(
1
a

(
B − 1
Wf

)Wf
(

aB

1 − Wf

)1−Wf
)

.

roposition 1.

(I) If the set level X1 and the feeding substrate concentration SF satisfy
the condition SF > �1(X1), then system (3) has a unique period-1
solution with initial condition 1

ab ln( aebS0 +1
a+1 ) + X0 ≥ X1;

(II) If max{�2(X1), �3(X1)} < SF ≤ �1(X1), then system (3) has two
period-1 solutions with initial condition 1

ab ln( aebS0 +1
a+1 ) + X0 ≥

X1;
(III) If �3(X1) > �2(X1) and the set level X1 and the feeding sub-

strate concentration SF satisfy the condition SF = �3(X1), then
system (3) has a unique period-1 solution with initial condition
1
ab ln( aebS0 +1

a+1 ) + X0 ≥ X1,
IV) For any X1 and SF , system (3) has no positive period-2 solution.
emark 1. From Proposition 1 it can be seen that the relation
etween X1 and SF determines the existence of the period-1 solu-
ion and the number of the period-1 solutions. For given set level X1,
he feeding substrate concentration SF cannot be given too small,
therwise the substrate in the bioreactor will be consumed by
Journal 157 (2010) 558–567

microorganisms at some time, what causes the bioprocess inter-
rupted. On the other hand, in order to obtain a stable output of
the microorganisms and prevent negative effects occurring (e.g. the
inhibition effect), the feeding substrate concentration SF should not
be given too high. Proposition 1 provides us a possibility to estimate
a proper feeding substrate concentration, under which the system
tends to a stable state.

Next we will give the complete expression of period of the pos-
itive period-1 solution. It follows from the first equation of the
system (3) that

dt = Smax(KS + S(X))
�mS(X)(Smax − S(X))X

dX (6)

and S(X) can be determined by the following equation:

S(X) = 1
b

ln
(

1
a

(
Ae(1−Wf ) ln ū + 1

Beab(X−X1) − 1
))

, (7)

where A = aebWf SF , B = e� and ū > 1 is the root of Eq. (A.5).
Then travelling along S(X) from the point P0((1 − Wf )X1, �0),

with t = tP0 to the point P1(X1, �1), with t = tP1 in the counterclock-
wise direction yields the period T.

Proposition 2. The period of the positive period-1 solution can be
calculated by the following equation:

T =
∫ X1

(1−Wf )X1

Smax[KS + S(X)]
�mX[Smax − S(X)]S(X)

dX, (8)

where S(X) is determined in accordance with Eq. (7).

Remark 2. Let

�(S) = Smax(KS + S)
�m(Smax − S)S

.

Then we have

�′(S) = Smax

�m

S2 + 2KSS − KSSmax

(Smax − S)2S2
.

Denote S∗ =
√

K2
S + KSSmax. Then �′(S) < 0 for 0 < S < S∗ and

�′(S) > 0 for S > S∗. Therefore, �(S) achieves its minimum at
S = S∗. From Eq. (8), for any fixed X1, T depends on the feeding sub-
strate concentration SF . By properly estimating the value of SF we
can ensure S close to S∗ as much as possible and make T achieve its
minimum.

4. Asymptotic behavior of positive period-1 solution

According to the definitions of orbitally asymptotically stable
and enjoys the property of asymptotic phase [27], the following
Proposition hold true.

Proposition 3.

(I) If SF > �1(X1), the unique positive period-1 of system (3) is
orbitally asymptotically stable enjoys the property of asymptotic
phase;

(II) If max{�2(X1), �3(X1)} < SF ≤ �1(X1), then one positive period-
1 solution of system (3) is orbitally asymptotically stable and

enjoys the property of asymptotic phase, while the other one is
not stable;

(III) If SF = �3(X1) > �2(X1), the stability of the positive period-1
solution of system (3) cannot be determined by Lemma 1 (see
Appendix A).
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. Numerical simulations and discussion

We have analyzed theoretically the feedback computer control
f microorganism continuous culture process for pule dosage sup-
ly of substrates and removal of products. The results are new
nd significant, which not only provide the possibility of a check
f system dynamic property including the existence and stabil-
ty of period-1 solution for different microorganisms and several
arameters, but also the possibility of a calculation of the period of
he period-1 solution. Moreover, the results provide a possibility of

aking simulation of real process according to the mathematical
odels determined in the article. In order to verify the received

esults, we present the numerical simulations of systems (3). By
hanging one main parameter SF and fixing all other parameters,
e check the existence and stability of period-1 solution.

.1. Numerical simulations

We assume in the following that �m = 0.3[1/h], KS = 2[g/l], a =
(i.e., YX/Smax = 1/2 = 0.5[g/g]), b = 1 (i.e., for S = 0.7[g/l], YX/S =
/(2 + e−0.7) ≈ 0.4[g/g]), Wf = 0.1, S0 = 2.62[g/l], X0 = 1.62[g/l]
nd Smax = 100[g/l]. By computing we have

1
ab

ln
(

aebS0 + 1
a + 1

)
+ X0 ≈ 2.74[g/l].

rom Fig. 3 it can be easily seen that no impulse occurs when X1 =
[g/l] > 2.74[g/l].

Next, we set X1 = 1.8[g/l]. Then

1(1.8) ≈ 5[g/l], �2(1.8) ≈ 4.65[g/l], �3(1.8) ≈ 4.96[g/l].

irstly, according to point (I) of Proposition 1, we set SF = 6[g/l] >

1. In this case there exists a unique period-1 solution. The time

eries and phase diagram are presented in Fig. 4. From Fig. 4, it can
e seen that the trajectory is the period-1 solution with T ≈ 0.64[h]
nd the oscillations of S(t) in the range [2.24[g/l], 2.62[g/l]].

If we select only one biomass oscillation cycle, for example the
iomass oscillation cycle between 7.1[h] and 7.8[h], the changes

Fig. 3. Time series and portrait phase of system (3) wh

Fig. 4. Time series and portrait phase of system (3) when X0 = 1
Journal 157 (2010) 558–567 561

of S(t), X(t), �(t), YX/S(t) and �(t)X(t) are shown in Fig. 5. From
Fig. 5 it can be seen that in the biomass oscillation cycle S decreases
and X increases. Since 2.24 [g/l] ≤ S(t) ≤ 2.63 [g/l] < 10.2 [g/l] =
S∗, then �′(t) = �′(S)S′(t) < 0, thus �(t) decreases. YX/S decreases
too because Y ′

X/S
(t) < 0. As far as P(t) = �(t)X(t), according to Fig. 5,

P(t) increases and reaches maximum at the end of biomass oscilla-
tion cycle.

Secondly, according to point (II) of Proposition 1, we set SF =
max{�2,�3}+�1

2 = 4.98 [g/l]. In this case there exist two period-1
solutions. The portrait phases with different initial points are pre-
sented in Fig. 6. From Fig. 6 (a), it can be seen that the trajectory
tends to period-1 solution from the right side. Fig. 6 (b) illustrate
the stable period-1 solution with T ≈ 1.33[h] calculated by Eq.
(8) and the oscillations of S(t) in the range [0.51 [g/l], 0.96 [g/l]].
Fig. 6 (c) illustrate the unstable period-1 solution with T ≈ 2.7[h]
calculated by Eq. (8) and the oscillations of S(t) in the range
[0.1 [g/l], 0.6 [g/l]].

Thirdly, we set SF = 4.6 [g/l] < �2. In this case there does not
exist period-1 solution. The dosaged substrate is used up after
several biomass oscillation cycles what causes the bioprocess inter-
ruption, as shown in Fig. 7.

Till then, the numerical simulations are consistent with the
theoretical results obtained and presented in the 3rd section.
A potential application area of the proposed model with feed-
back control is the commercial and industrial biomass production.
In such a production system the microorganisms always keep
the suitable growth rate and the biomass concentration should
be controlled to a given set level for which the dissolved oxy-
gen concentration is considered as optimal. In this way, we can
determine the rationality of the microorganism feedback concen-
tration according to the conditions which stabilize the periodic
solution. In other words, if we have the proper microorganism

feedback concentration, we can achieve a stable output for a con-
tinuous culture system with feedback control in a determined
production environment situation. Furthermore, we obtained the
feeding period for a regularly continuous culture system, which
can be useful in carrying out the bioprocesses and can also be

en X0 = 1.62[g/l], S0 = 2.62[g/l] and X1 = 3[g/l].

.62[g/l], S0 = 2.62[g/l] and X1 = 1.8[g/l] and SF = 6[g/l].
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Fig. 5. The changes of S(t), X(t), �(t), YX/S(t) and �(t)X(t) in one selected biomass oscillation cycle.

F X1 =
S

u
(
w

5

i
t
o
p

ig. 6. The portrait phases of system (3) starting from different initial points when
0 = 0.96 [g/l]; (c) X0 = 1.62 [g/l], S0 = 0.6 [g/l].

tilized for example to check whether all measuring instruments
like the photoelectricity system or the annunciator) are working
ell.

.2. Optimization of the bioprocess
In the 3rd section, it is shown that if the set level X1 and the feed-
ng substrate concentration SF satisfy the constraint SF > �1(X1),
hen the system (3) has a unique period-1 solution, which is
rbitally asymptotically stable enjoys the property of asymptotic
hase. Next, we will discuss aspects of the bioprocess optimization.

Fig. 7. Time series and portrait phase of system (3) when X0 =
1.8 [g/l] and SF = 4.98 [g/l]: (a) X0 = 1.62 [g/l], S0 = 2.62 [g/l]; (b) X0 = 1.62 [g/l],

5.2.1. The optimization criterion
The optimization consists in finding of the maximum of the pro-

posed objective function (Pout) under the constraints (see Appendix
(a)–(c)) in the steady state, i.e.,

Pout → max,
where

Pout(Wf , X1, SF ) = Wf X1

T
. (9)

1.62 [g/l], S0 = 0.6 [g/l], X1 = 1.8 [g/l] and SF = 4.6 [g/l].
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g/g] (i.e., a = 2), �m = 0.3[1/h], Smax = 100 [g/l] and X1 = 1.8 [g/l].

5
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t
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t
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f
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T

Fig. 8. The dependence of Pout on Wf and SF for Yx/Smax = 0.5[

Pout—the biomass productivity (i.e., the productivity of the
received biomass), and the unit of it is [ g/l

h ] = [ g
lh ];

T-the period of the biomass oscillation.

.2.2. Determination of the optimal result
As indicated at the beginning of the Section 2, if the growth

inetics is in accordance with the extended Monod’s model, then
he maximum growth rate is reached for S =

√
K2

S + KSSmax. For
uch range of the substrate concentration the biomass yield is prac-
ically constant, i.e., Yx/S = Yx/Smax = 1/a. Then according to Eq. (8),
he biomass oscillation period in the steady state is

(Wf , X1, SF ) = Smax

�m

[
KS

SmaxSF
ln

(
SF − a(1 − Wf )X1

SF − aX1

)

+ Smax + KS

Smax(SF − Smax)
ln

(
Smax − SF + aX1

Smax − SF + a(1 − Wf )X1

)

− SF + KS

SF (Smax − SF )
ln(1 − Wf )

]
.

t is obvious that T(0, X1, SF ) = 0. The objective function can be
ormulated as

out(Wf , X1, SF ) = Wf X1

T(Wf , X1, SF )
. (10)

he dependence of Pout on Wf and SF for given X1 is shown in Fig. 8.
To optimize the bioprocess we should find the maximum of the

bjective function (10) under the constraints 0 < Wf ≤ Wfmax < 1,
< X1 ≤ Xcritical and 2aX1 ≤ SF ≤ SFcritical

.
Let �(Wf , X1, SF ) = T(Wf , X1, SF )/Wf . Take the first partial

erivative of �(Wf , X1, SF ) with respect to Wf , we have

∂�(Wf , X1, SF )
∂Wf

=
Wf

∂T
∂Wf

− T

W2
f

.

enote

(Wf , X1, SF ) = Wf
∂T

∂Wf
− T.

hen we have �(0, X1, SF ) = 0. Since

∂�(Wf , X1, SF )
∂Wf

SmaxWf

[
S + K 1 K (aX )2
=
�m

F S

SF (Smax − SF ) (1 − Wf )2
− S

SmaxSF

1

[SF−a(1−Wf )X1]2

− Smax + KS

Smax(Smax − SF )
(aX1)2

[Smax − SF + a(1 − Wf )X1]2

]
.

Fig. 9. The dependence of Poutoptimal on SF for Yx/Smax = 0.5[g/g] (i.e.,a = 2), �m =
0.3[1/h], Smax = 100 [g/l] and X1 = 1.8 [g/l].

It can be easily shown that ∂�(Wf , X1, SF )/∂Wf ≥ 0 for 2aX1 ≤ SF ≤
Smax. Then we have �(Wf , X1, SF ) ≥ �(0, X1, SF ) = 0, which implies
that ∂�/∂Wf ≥ 0 or ∂Pout/∂Wf ≤ 0. Hence, the objective function
achieves its maximum when Wf → 0.

Proposition 4. For given X1 and SF , there is

Poutoptimal = lim
Wf →0

Pout(Wf , X1, SF ) = �mX1


(X1, SF )
, (11)

where


(X1, SF ) = KS

SF

aX1

SF − aX1
+ Smax + KS

SF − Smax

aX1

Smax − SF +aX1
+ Smax(SF +KS)

SF (Smax − SF )

and X1 ≤ Xcritical.

The maximum of Poutoptimal can be achieved by finding the mini-
mum of 
(X1, SF ) with respect to SF . Take the first partial derivative
of 
(X1, SF ) with respect to SF and let 
′(X1, SF ) = 0, we have
S∗

F = aX1 − KS + S∗ and


min = S∗Smax

(Smax + KS − S∗)(S∗ − KS)
,

where S∗ =
√

K2
S + KSSmax. Therefore, for given X1, the maximal

biomass productivity is

�m(Smax + K − S∗)(S∗ − K )

Poutoptimal = S S

S∗Smax
X1 = �(S∗ − KS)X1.

Fig. 9 displays the dependence of Poutoptimal on SF for given X1. From
Fig. 9 it can be seen that the maximal Poutoptimal is achieved at SF =
15.88 [g/l], and the maximum is Poutoptimal = 0.4073[g/lh].
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roposition 5. For given X1, when the substrate inhibition does not
ccur (i.e., S∗ =

√
K2

S + KSSmax � KS f or Smax → ∞), there is �max =
m and

outoptimal = �(S∗ − KS)X1 → �maxX1 = �mX1.

. Conclusions

The article put forward a new model of a continuous bioprocess
ith impulsive substrate dosing and impulsive medium removing.

o ensure the models universality, the flexible sigmoid function
as proposed to describe the dependence of the biomass yield on

he substrate concentration. Moreover it was demonstrated how to
stablish coefficients for this function. According to Proposition 1, it
as shown that the stability of the bioprocess (i.e., the existence of

he positive period-1 solution), depends on the biomass yield, and
oes not depend on the microorganisms’ growth rate. According to
roposition 2 it was shown that the period of the positive period-1
olution, depends both on the biomass yield and the microorgan-
sms’ growth rate. The article also cited the following bioprocess
arameter changes in the selected biomass oscillation cycle: (a)
he substrate concentration (S), (b) the biomass concentration (X),
c) the biomass yield (YX/S), (d) the specific growth rate (�), and
e) the biomass productivity (defined as Pin = �X). In addition,
he complete expression of the biomass oscillations period was
iven, by which the continuous culture model with an impulsive
tate feedback control can be altered to a model with periodic
ontrol. Lastly, it was shown that during the biomass productivity
ptimization, the impulsive bioprocess strived for a continuous
ioprocess (Proposition 4). In this case the maximum biomass
roductivity was received, but the possibility of a synchronization
f the bioprocesses was lost. Analytical results based on a formal
athematical analysis of the bioreactor dynamics offer the possi-

ility of establishing general and more systematic operation and
ontrol strategies based on the counteraction of the mechanisms
nderlying the adverse effects of bioreactor dynamics.

ppendix A.

Before introducing the main results, we give the definition of
eriod-1 solution, periodic-2 solution and Analogue of Poincare
riterion first. Assume the closed curve is the orbit of the periodic
olution (�(t), �(t)) of system (3).

efinition 1. [27] (�(t), �(t)) is said to be period-1 solution if
n a minimum cycle time, there is one impulse effect. Similarly,
�(t), �(t)) is said to be period-2 solution if in a minimum cycle
ime, there are two impulse effects.

efinition 2. [27] � is said to be orbitally stable, if for any ε > 0,
here exists ı > 0, with the proviso that every solution (�(t), �(t))
f system (3) whose distance from � is less than ı at t = t0, will
emain within a distance less than ε from � for all t ≥ t0. Such a

is said to be orbitally asymptotically stable if, in addition, the
istance of (�(t), �(t)) from � tends to zero as t → ∞. Moreover, if
here exist positive constants ˛, ˇ and a real constant h such that
((�(t), �(t), �) < ˛e−ˇt) for t > t0, then � is said to be orbitally
symptotically stable and enjoys the property of asymptotic phase.

emma 1. [27] (Analogue of Poincare’ Criterion) The T-periodic solu-
ion X = �(t), S = �(t) of system
dS

dt
= P(S, X),

dX

dt
= R(S, X), if �(S, X) /= 0

�S = ˛(S, X), �X = ˇ(S, X), if �(S, X) = 0
(A.1)

s orbitally asymptotically stable and enjoys the property of asymptotic
hase if the multiplier �2 satisfies the condition |�2| < 1; and the
Journal 157 (2010) 558–567

T-periodic solution X = �(t), S = �(t) is unstable if |�2| > 1. Where

�2 =
q∏

k=1

�k exp

(∫ T

0

[
∂P

∂S
(�(t), �(t)) + ∂R

∂X
(�(t), �(t))

]
dt

)
,

�k =
P+

(
(∂ˇ/∂X)(∂�/∂S) − (∂ˇ/∂S)(∂�/∂X) + (∂�/∂S)

)
P(∂�/∂S) + R(∂�/∂X)

+
R+

(
(∂˛/∂S)(∂�/∂X) − (∂˛/∂X)(∂�/∂S) + (∂�/∂X)

)
P(∂�/∂S) + R(∂�/∂X)

,

P+ = P(�(�+
k

), �(�+
k

)), R+ = R(�(�+
k

), �(�+
k

)) and
P, R, ∂˛/∂S, ∂˛/∂X, ∂ˇ/∂S, ∂ˇ/∂X, ∂�/∂S, ∂�/∂X are calculated
at the point (�(�k), �(�k)).

Let X = �(t), S = �(t) be a T- period-1 solution of system (3).
Denote �0 = �(t+

0 ), �0 = �(t+
0 ), �1 = �(t0 + T) = X1, �1 = �(t0 + T),

�+
1 = �((t0 + T)+) and �+

1 = �((t0 + T)+). Then from the T- period-
icity, we have

�+
1 = �((t0 + T)+) = �(t+

0 ) = �0, �+
1 = �((t0 + T)+) = �(t+

0 ) = �0.

Thus

�0 − �1 = �((t0 + T)+) − �(t0 + T) = −Wf X1,
�0 − �1 = �((t0 + T)+) − �(t0 + T) = Wf (SF − �1).

i.e.,

�0 = (1 − Wf )X1, �0 = Wf SF + (1 − Wf )�1. (A.2)

Similarly, let X = �̄(t), S = �̄(t) be a period-2 solution of system
(3). Denote �̄0 = �̄(t+

0 ), �̄0 = �̄(t+
0 ), t0 < t1 < t0 + T , �̄1 = �̄(t1) =

X1, �̄1 = �̄(t1), �̄+
1 = �̄(t+

1 ), �̄+
1 = �̄(t+

1 ), �̄2 = �̄(t0 + T) = X1, �̄2 =
�̄(t0 + T), �̄+

2 = �̄((t0 + T)+) and �̄+
2 = �̄((t0 + T)+). Then from the T-

periodicity, we have

�̄+
2 = �̄((t0 + T)+) = �̄(t+

0 ) = �̄0, �̄+
2 = �̄((t0 + T)+) = �̄(t+

0 ) = �̄0.

Thus we have

�̄0 = (1 − Wf )X1, �̄0 = Wf SF + (1 − Wf )�̄2,

�̄+
1 = (1 − Wf )X1, �̄+

1 = Wf SF + (1 − Wf )�̄1.
(A.3)

A.1. The proof of Proposition 1

Proof. By Eq. (5) we have

X(t) = 1
ab

ln
(

aebS0 + 1
aebS(t) + 1

)
+ X0.

If the impulsive effect happens, the condition

1
ab

ln
(

aebS0 + 1
a + 1

)
+ X0 ≥ X1 (A.4)

is necessary.
For t ∈ (t0, t0 + T], the solution S = �(t), X = �(t) of system (3)

satisfies that

�(t) − �0 = 1
ab

ln(aeb�0 + 1) − 1
ab

ln(aeb�(t) + 1).

In particular, for t = t0 + T , we have

�(t0 + T) − �0 = 1
ab

ln(aeb�0 + 1) − 1
ab

ln(aeb�(t0+T) + 1),

or

1 b�0
1 b�1
X1 − �0 =

ab
ln(ae + 1) −

ab
ln(ae + 1).

In view of (A.2) we have

Wf X1 = 1
ab

ln
(

aeb�0 + 1
aeb�1 + 1

)
= 1

ab
ln

(
aeb(Wf SF +(1−Wf )�1) + 1

aeb�1 + 1

)
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hich can be rewritten as

abWf X1 (aeb�1 + 1) − aeWf bSF eb(1−Wf )�1 = 1.

Denote � = abWf X1, A = aebWf SF , B = e�, C = aX1/�, u = eb�1 .
ince �1 > 0 is equivalent to u > 1, then there exists a positive
eriod-1 solution if and only if the following equation

Bu − Au1−Wf + B − 1 = 0 (A.5)

xists a root which is larger than 1. Let f (u) = aBu − Au1−Wf + B − 1.
hen we have

f (1) = aB − A + B − 1,
lim

u→∞
f (u) = lim

u→∞
u1−Wf (aBuWf − A) + B − 1 = +∞.

o take the first derivative of f (u) with respect to u, we have

′(u) = aB − (1 − Wf )Au−Wf = 0,

y solving the equation we have

∗ = Wf

√
(1 − Wf )A

aB
.

Case 1 f (1) < 0, i.e.,

SF > C ln
(

(a + 1)B − 1
a

)
= �1(X1) (A.6)

As shown in Fig. A.1a).
By the intermediate value property of function there exists a

unique u1 > 1 such that f (u1) = 0.
Case 2 f (1) ≥ 0, i.e.,

SF ≤ C ln
(

(a + 1)B − 1
a

)
= �1(X1) (A.7)

In this case, there exists a root of Eq. (A.5) which is larger than 1 if
and only if u∗ > 1, f (u∗) ≤ 0, as shown in Fig. A.1(b).

By u∗ > 1, we have

F > C ln

(
B

1 − Wf

)
= �2(X1) (A.8)

∗ (1−Wf )A (1/Wf −1) ∗
ince f (u ) = ( aB ) (−Wf A) + B − 1, then f (u ) ≤ 0 if and
nly if

≥
(

B − 1
Wf

)Wf
(

aB

1 − Wf

)1−Wf

,

Fig. A.1. The illustration of function f (u) fo
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i.e.,

SF ≥ C ln

(
1
a

(
B − 1
Wf

)Wf
(

aB

1 − Wf

)1−Wf
)

= �3(X1).

In a word, for given critical level X1 and the feeding substrate con-
centration SF , we have the following conclusions:

(I) If SF > �1(X1), there exists a unique root u1 > max{1, u∗} of
Eq. (A.2), in this case there exists a unique positive period-1
solution of system (3);

(II) If max{�2(X1), �3(X1)} < SF ≤ �1(X1), there exists two roots
1 < u1 < u∗ < u2 of Eq. (A.2), in this case there exist two pos-
itive period-1 solution of system (3);

(III) If SF = �3(X1) > �2(X1), there exists a unique root u3 = u∗ of
Eq. (A.2), in this case there exists a unique positive period-1
solution of system (3).

Next, we prove that system (3) has no period-2 solution. Sup-
pose that system (3) has a positive period-2 solution, which is
denoted by (�̄(t), �̄(t)). Then for t ∈ (t0, t1], by Eq. (5) we have

�̄(t) − �̄0 = 1
ab

[ln(aeb�̄0 + 1) − ln(aeb�̄(t) + 1)]. (A.9)

For t ∈ (t1, t2], we have

�̄(t) − �̄+
1 = 1

ab
[ln(aeb�̄+

1 + 1) − ln(aeb�̄(t) + 1)]. (A.10)

Substitute t = t1 into Eq. (A.9), we have

�̄1 − �̄0 = 1
ab

[ln(aeb�̄0 + 1) − ln(aeb�̄1 + 1)]. (A.11)

Substitute t = t0 + T into Eq. (A.9), we have

�̄2 − �̄+
1 = 1

ab
[ln(aeb�̄+

1 + 1) − ln(aeb�̄2 + 1)]. (A.12)

Subtract Eq. (A.11) from Eq. (A.12) we have

(�̄2 − �̄1) + (�̄0 − �̄+
1 ) = 1

ab
ln(

(aeb�̄1 + 1)(aeb�̄+
1 + 1)

(aeb�̄0 + 1)(aeb�̄2 + 1)
)

By the definition of period-2 solution, we have �̄2 = �̄1, �̄0 = �̄+
1 ,

�̄0 = Wf SF + (1 − Wf )�̄2, �̄+
1 = Wf SF + (1 − Wf )�̄1 and �̄1 /= �̄2. So

we have
b�̄ b(W S +(1−W )� )
ae 1 + 1

aeb�̄2 + 1
= ae f F f 2 + 1

aeb(Wf SF +(1−Wf )�1) + 1
(A.13)

Denote x = eb�̄1 , y = e�̄2 . Then Eq. (A.13) is equivalent to

(ax + 1)(Ax1−Wf + 1) = (ay + 1)(Ay1−Wf + 1).

r case a) f (1) < 0; case (b) f (1) > 0.
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et P(u) = (au + 1)(Au1−Wf + 1). Then

′(u) = a(Au1−Wf + 1) + A(1 − Wf )u−Wf (au + 1) > 0.

o P(x) = P(y) if and only if x = y, i.e., �̄1 = �̄2, which leads to a con-
radiction. Therefore, there do not exist positive period-2 solution
or the system (3). This completes the proof of Proposition 1. �

.2. The proof of Proposition 3

roof. According to Lemma 1 we calculate the multiplies of
ystem (3) in variations corresponding to the T-periodic solution
�(t), �(t)). Denote A(�0, �0), B(�1, �1), where �0 = (1 − Wf )X1, �1 =
1, �0 = Wf SF + (1 − Wf )�1. In system (3), since

P(S, X) = −(a + e−bS)
�mS

KS + S

(
1 − S

Smax

)
X, R(S, X) = �mS

KS + S

(
1 − S

Smax

)
X,

˛(S, X) = Wf (SF − S), ˇ(S, X) = −Wf X, �(S, X) = X − X1,

hen we have

∂P

∂S
= �mb

Smax

e−bSS(Smax − S)
KS + S

X − (a + e−bS)[
�mKS

Smax

Smax − S

(KS + S)2
− �m

Smax

S

KS + S
]X,

∂R

∂X
= �m

Smax

S(Smax − S)
KS + S

,
∂˛

∂S
= ∂ˇ

∂X
= −Wf ,

∂˛

∂X
= ∂ˇ

∂S
= ∂�

∂S
= 0,

∂�

∂X
= 1.

herefore

�1 =
P+

(
(∂ˇ/∂X)(∂�/∂S) − (∂ˇ/∂S)(∂�/∂X) + (∂�/∂S)

)
P(∂�/∂S) + R(∂�/∂X)

+
R+

(
(∂˛/∂S)(∂�/∂X) − (∂˛/∂X)(∂�/∂S) + (∂�/∂X)

)
P(∂�/∂S) + R(∂�/∂X)

= R+(1 − Wf )
R

= (1 − Wf )
�0

�1

�0

�1

KS + �1

KS + �0

Smax − �0

Smax − �1
,

�2 = �1 exp

(∫ T

0

[
∂P

∂S
(�(t), �(t)) + ∂R

∂X
(�(t), �(t))

]
dt

)

= �1 exp

(∫ T

0

�m

Smax

S(Smax − S)
KS + S

dt +
∫ T

0

�mb

Smax

e−bSS(Smax − S)
KS + S

Xdt

)

· exp

(
−

∫ T

0

(a + e−bS)

[
�mKS

Smax

Smax − S

(KS + S)2
− �m

Smax

S

KS + S

]
Xdt

)

= �1
�1

�0

�1

�0

KS + �0

KS + �1

a + e−b�1

a + e−b�0

Smax − �1

Smax − �0
= (1 − Wf )

a + e−b�1

a + e−b�0

ince �0 = Wf SF + (1 − Wf )�1, then we have

�2 = (1 − Wf )
(

a + e−b�1

a + e−b(Wf SF +(1−Wf )�1)

)
= (1 − Wf )

(
aeb�1 + 1

aeb(Wf SF +(1−Wf )�1) + 1

)(
eb(Wf SF +(1−Wf )�1)

eb�1

)
= (1 − Wf )

1
B

Au1−Wf

au
= (1 − Wf )A

aB

1
uWf

.

(i) If SF > �1(X1), there exists a unique positive period-1 solution
of system (3), in this case the unique root of Eq. (A.2) satisfies

u1 > u∗ = Wf

√
(1−Wf )A

aB , thus

�2 = (1 − Wf )A
aB

1
uWf

<
(1 − Wf )A

aB

(
1
u∗

)Wf

= 1;
(ii) If max{�2(X1), �3(X1)} < SF ≤ �1(X1), there exist two positive
period-1 solutions of system (3), in this case, two roots of Eq.
(A.2) satisfy 1 < u1 < u∗ < u2. For the period-1 solution cor-
responding to the root u1, by Eq. (A.14) we have �2 > 1; while

[

[
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(A.14)

for the period-1 solution corresponding to the root u2, by Eq.
(A.14) we have �2 < 1;

(iii) If SF = �3(X1) > �2(X1), there exists a unique positive period-
1 solution of system (3), in this case the unique root of Eq. (A.2)
satisfies u3 = u∗, hence by Eq. (A.14) we have �2 = 1.

In a word, we conclude that

(I) if SF > �1(X1), there exists a unique positive period-1 solu-
tion of system (3), which is orbitally asymptotically stable and
enjoys the property of asymptotic phase;

(II) if max{�2(X1), �3(X1)} < SF ≤ �1(X1), there exist two positive
period-1 solutions of system (3), where one is orbitally asymp-
totically stable and enjoys the property of asymptotic phase,
while the other one is not stable;

(III) if SF = �3(X1) > �2(X1), there exists a unique positive period-1
solution of system (3), the stability of which cannot be deter-
mined by Lemma 1. �

A.3. The constraints in the bioprocess optimization

(a) 0 < Wf ≤ Wfmax < 1
Wf —the part of biomass which is removed from the bioreactor in
each biomass oscillation cycle,
Wfmax —the maximal part of biomass which is removed from the
bioreactor in each biomass oscillation cycle,

(b) 0 < X1 ≤ Xcritical
X1—the set level of the biomass concentration in the bioreactor
medium,
Xcritical—the critical level of biomass concentration in the biore-
actor medium,

(c) �1(X1) ≤ SF ≤ SFcritical
SF —the concentration of the feed substrate,
SFcritical

—the critical level of the dosaged substrate concentration.
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